The Commission on the Future of Higher Education appointed by Secretary of Education Margaret Spellings issued a report in September 2006 entitled A Test of Leadership: Charting the Future of U.S. Higher Education (U.S. Department of Education, 2006). Two key commission recommendations are stated: “Higher education institutions should measure student learning using quality assessment data” and “The results of student learning assessments, including value-added measurements that indicate how much students’ skills have improved over time, should be made available to students and reported in the aggregate publicly” (p. 23). Anticipating such recommendations, in its Spring 2006 issue of Perspectives, the American Association of State Colleges and Universities issued the following statement in an article entitled “Value-Added Assessment: Accountability’s New Frontier”: “Value-added assessment allows true comparisons of the difference college makes to students across institutions and institutional types, instead of simply reflecting institutional resources and/or reputation” (p. 3). Interest in measuring what students learn in college and using one or a limited number of standardized instruments (thus permitting institutional comparisons) to do that has probably never been more intense. Our purpose in this article is to raise some questions about the capacity of standardized instruments to measure gain, or value added. We describe the ways in which change or growth and development can be measured and summarize what experts over the past four decades have concluded about the reliability and usability of these approaches.

Research-Based Conclusions About Value Added

In a brief, accessible article in a 1984 issue of the AAHE Bulletin entitled “The Blind Alley of Value Added,” Jonathan Warren, who had spent a portion of his career at the Educational Testing Service (ETS), summed up the thinking of measurement specialists at that time: “In the abstract, the logic of value added gives it great appeal. In practice, I’ll argue, it seldom leads anywhere. Its results are too often trivial, difficult to make sense of, and peripheral to most instructional purposes. An undue focus on value added...
In a careful review of the literature on value-added assessment published in 1988, Leonard Baird, also a measurement expert employed for a time at ETS, concluded, “If executed thoughtfully, value-added assessment has some potential for the improvement of instruction at the program level. It is much less appropriate or useful at the institutional level of analysis. It is, above all, not a panacea, or even a solution to be recommended widely” (p. 215).

For a decade that began in the mid-1980s, we were responsible for testing several thousand freshmen and seniors at the University of Tennessee, Knoxville (UTK) in response to the state’s performance funding mandate. In 1992, Gary Pike published the results of an empirical study involving 722 students who had taken the ACT College Outcome Measures Project (COMP) exam, first as freshmen, then again as seniors at UTK. Pike investigated the reliability of gain (value added), using three methods: gain scores, residual scores, and repeated measures. He found that all three methods of representing change had serious shortcomings.
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In the early 1990s, measurement specialists apparently believed they had said all that was needed to put the concept of value added in higher education to rest and turned their attention to other topics. In 2005, however, attempts to use student score gain to measure effectiveness of K–12 teachers prompted officials at ETS to commission Henry Braun to write a primer on value-added models. Braun (2005) observed that “the statistical models underlying [value-added measures] were originally developed for use in settings, such as agriculture, in which randomized experiments and sufficient data are the norm. [In these settings,] endowing statistical estimates with causal interpretations is relatively straightforward” (p. 16). But school systems do not operate by assigning students, then teachers, randomly to classes. For this and other reasons, Braun concluded, “reliance on a single statistical measure cannot be recommended” (p. 16). And in his October 2005 letter to individuals receiving a copy of Braun’s primer, ETS president and CEO Kurt Landgraf stated, “Results from value-added models should not serve as the primary basis for making consequential decisions. Other measures must be included in any fair and valid teacher evaluation system.”

As compelling as the concept of measuring student growth and development in college, or value added, may be, research does not support the use of standardized tests for this purpose.

A Brief Explanation of Value-Added Concerns

There are two basic methods of representing change during college. The first method involves calculating difference scores. If a test is administered at entry and again at graduation, the difference between scores can be used to represent value added. This approach is used in Tennessee as part of the state’s performance funding program. The second method of representing value added is to regress exiting scores on entering scores. The difference between the expected score produced by the regression model and the actual score at exit (that is, the residual) can also be used to represent value added. This is a form of analysis of covariance and is the approach employed by the Collegiate Learning Assessment.

Three key questions must be answered about the utility of value-added measures and the confidence we can place in them. Are the measures reliable? Do the measures accurately represent what students have learned? What measure should be used?

Questions about the reliability of difference scores were a focus of early criticisms of value added. Carl Bereiter (1963) and Lee Cronbach and Lita Furby (1970) observed that the reliability of difference scores is extremely low. Moreover, as the correlation between measures at entry and exit increases, the reliability of the difference score decreases. Ross Traub (1967) observed that the reliability of residual scores is also quite low and tends to decrease as the correlation between entry and exit scores increases. Not surprisingly, Pike’s study (1992) of ACT comp scores found that the reliability for a difference score was 0.14 and the reliability for a residual score was 0.17—a very poor showing, indeed.

The second question that arises in discussions of value added is whether the measures accurately represent student learning. Scholars such as Robert L. Thorndike (1966) have criticized difference scores because pretest-posttest differences are almost always negatively correlated with entering scores. That is, students with low scores at entry gain more than students with high entering scores. This feature of difference scores is an artifact of floor and ceiling effects for the tests and the fact that the measurement error in entering test scores is included in the difference score, but with the sign reversed. Residual scores also have been criticized for not representing student learning. In fact, Baird (1988) argued that residual scores were not a measure of change. Because regression analysis removes all of the variance in exiting scores that is linearly related to entering scores, residual scores will underestimate student learning if there is any linear relationship between learning and entering ability. Concerns related to the first two questions suggest that value-added analysis will not yield accurate and appropriate information about student learning within institutions.

Last but certainly not least, the decision about which approach to use is not trivial. Frederic Lord (1967, 1969) examined weight gain in males and females during college, using difference scores and analysis of covariance (that is, residual scores). When the analyses used difference scores, Lord found no differences in weight gain for males and females. However, when the same data were analyzed using residual scores, there was a significant difference in weight gain for males and females. Known as “Lord’s Paradox,” this phenomenon raises serious concerns about the ability to compare institutions or groups within institutions using a value-added standard. In fact, Lord (1967) concluded, “there simply is no logical or statistical procedure that can be counted on to make proper allowances for uncontrolled pre-existing differences between groups” (p. 305).

Alternative Measures

In his 1988 review article, Baird observed, “The more tests assess general characteristics, the less sensitive they are to change due to educational programs. That is, the tests become so general as to assess relatively stable characteristics of students. In the cognitive area, the more general tests
border on measures of general intelligence” (pp. 206–207). This statement strongly suggests that testing students’ discipline-specific knowledge and skills as well as their generic skills (writing, speaking, critical thinking) as applied in their major fields of study provides a much more promising avenue for assessing growth and development in college than do today’s most commonly discussed tests of generic skills alone. We support a focus on major field assessment, with an emphasis on using student electronic portfolios as the most authentic instrument for demonstrating growth over time.

In yet another ETS publication, A Culture of Evidence: Postsecondary Assessment and Learning Outcomes, Carol Dwyer, Catherine Millett, and David Payne (2006) also support a discipline-based approach, recommending that “the United States create a system that will assess workforce readiness” (p. 19). They argue that “from an economic perspective [workforce readiness] has direct links to the economic competitiveness of the United States in a global economy” (p. 19). Dwyer, Millett, and Payne observe that professional fields such as education, social work, nursing, law, and medicine already have measures of workforce readiness or domain-specific knowledge sufficient for workforce entry. They suggest that “appropriate academic organizations” (p. 20) in fields currently without such measures be charged “with the task of articulating a set of expected learning outcomes” (p. 20) and a set of pre- and post-measures for assessing growth in those fields.

Conclusion

Given the weight of evidence offered by prominent measurement experts over the past forty years, we must conclude that pursuing the concept of value added condemns us to revisit a blind alley. We offer this very brief review of literature and the lists of references and additional resources that follow in the hope that they will provide colleagues in higher education with some reasoned arguments to use in addressing the current press to assess with a standardized test and to compare institutions by using value-added measures.
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